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Background-—An angiography-based supervised machine learning (ML) algorithm was developed to classify lesions as having
fractional flow reserve ≤0.80 versus >0.80.

Methods and Results-—With a 4:1 ratio, 1501 patients with 1501 intermediate lesionswere randomized into training versus test sets.
Between the ostium and 10mmdistal to the target lesion, a series of angiographic lumen diametermeasurements along the centerline
was plotted. The 24 computed angiographic features based on the diameter plot and 4 clinical features (age, sex, body surface area,
and involve segment) were used for ML by XGBoost. The model was independently trained and tested by 2000 bootstrap iterations.
External validation with 79 patients was conducted. Including all 28 features, the ML model with 5-fold cross-validation in the 1204
training samples predicted fractional flow reserve ≤0.80 with overall diagnostic accuracy of 78�4% (averaged area under the curve:
0.84�0.03). The 12high-ranking features selected by scatter searchwere involved segment; body surface area; distal lumen diameter;
minimal lumen diameter; length of a lumen diameter <2.0 mm, <1.5 mm, and <1.25 mm; mean lumen diameter within the worst
segment; sex; diameter stenosis; distal 5-mm reference lumen diameter; and length of diameter stenosis >70%. Using those 12
features, theML predicted fractional flow reserve≤0.80 in the test setwith sensitivity of 84%, specificity of 80%, and overall accuracy of
82% (area under the curve: 0.87). The averaged diagnostic accuracy in bootstrap replicates was 81�1% (averaged area under the
curve: 0.87�0.01). External validation showed accuracy of 85% (area under the curve: 0.87).

Conclusions-—Angiography-based ML showed good diagnostic performance in identifying ischemia-producing lesions and reduced
the need for pressure wires. ( J Am Heart Assoc. 2019;8:e011685. DOI: 10.1161/JAHA.118.011685.)
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F ractional flow reserve (FFR), a standard tool for lesion-
specific hemodynamic assessment, has been used to

make decisions regarding revascularization of intermediate

coronary stenosis.1–4 Despite the abundant clinical evidence
showing significant reduction in major adverse cardiac events
by estimating FFR, >70% of treatment decisions still rely on a
visual estimation of angiographic stenosis, indicating a
worrisome discrepancy between current guidelines and
practice.5,6 The need for drug-induced hyperemia, a prolonged
procedure time and short-term high costs, insufficient insur-
ance coverage, and overconfidence in visual assessments by
physicians may restrict the widespread use of FFR in clinical
practice.

Although quantitative coronary angiography is routinely
used to assess lesion severity, the integration of anatomic
and physiologic parameters remains challenging. A reason for
the visual–functional mismatch is that myocardial ischemia is
mainly determined by multiple factors including the variable
size of the subtended myocardium and the degree of
stenosis.7 The overall diagnostic accuracy of quantitative
coronary angiography diameter stenosis (DS) as a single
morphological parameter for predicting FFR ≤0.80 was
reported to be only 60% to 65%.7,8 Moreover, even with a
lot of substantial clinical and angiographic information, the
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development of prediction models using traditional statistical
methods is limited by nonlinearity between factors and
outcomes, interactions among variables, and too many
predictors.9

Some approaches have used angiography-based mathe-
matical models to assess hemodynamic significance.8,10–12 A
virtual functional assessment index and quantitative flow ratio
derived from 3-dimensional quantitative coronary angiography
models of computational fluid dynamics have achieved overall
diagnostic accuracies of 80% to 86%. As part of an ongoing
effort to develop better methods of hemodynamic assess-
ment, we applied a machine learning (ML) technique that has
emerged as a highly effective computer algorithm for the
identification of patterns in large data sets with a multitude of
variables, thus facilitating the building of models for data-
driven prediction.13–15 The aim of this study was to develop
an angiography-based supervised ML algorithm for classifying
intermediate coronary lesions with FFR ≤0.80 versus >0.80.

Methods
The data, analytic methods, and study materials will not be
made available to other researchers for purposes of repro-
ducing the results or replicating the procedure.

Study Population
Between November 2010 and July 2015, we initially evaluated a
consecutive series of 1717 stable and unstable angina patients
who underwent invasive coronary angiography and preproce-
dural FFR to assess at least 1 intermediate lesion between
November 2010 and July 2015 at Asan Medical Center, Seoul,
Korea. Native coronary lesions with intermediate stenosis

(defined as an angiographic DS of 40–80% on visual estimation)
were screened for inclusion in our current analyses. In cases for
which the FFR had beenmeasured inmultiple lesions, the lesion
with the lowest FFR value was chosen. We excluded 25 patients
with tandem lesions, 20 patients with a stent within the target
vessel, 11 patients with a side branch evaluation, 145 patients
with left main coronary artery stenosis (angiographic DS >30%),
4 patients with poor imaging quality, 6 patients with chronic
total occlusion, and 5 patients with a scarred myocardium and
regional wall motion abnormality. A final cohort of 1501
patients with 1501 lesions were enrolled in this retrospective
analysis. They were randomly assigned into a training or test
sample group at a 4:1 ratio. Thus, 1204 patients were used for
model training (training sample), and a nonoverlapping group of
297 patients was used for evaluating the diagnostic perfor-
mance of the model (test sample; Table 1). The protocol of
retrospective data analysis was approved by the institutional
review board of the Asan Medical Center, and a waiver of
informed consent was granted.

External validation of the ML models was conducted in 79
angina patients (64 patients from CHA University, Seongnam,
Korea, and 15 patients from Ajou University, Suwon, Korea)
who underwent invasive coronary angiography and FFR to
assess an intermediate coronary lesion.

Table 1. Baseline Characteristics

Training Set Test Set

Number of patients/lesions 1204/1204 297/297

Age, y 62.6�9.7 62.1�10.0

Men 929 (77) 228 (77)

Diabetes mellitus 393 (31) 89 (30)

Hypertension 783 (65) 198 (67)

Current smoker 493 (43) 134 (45)

Hyperlipidemia 394 (66) 193 (65)

Stable (vs unstable) angina 987 (82) 252 (85)

Body surface area, m2 1.74�0.16 1.74�0.16

FFR at maximal hyperemia 0.79�0.10 0.79�0.10

Involved segment

Proximal LAD 509 (42) 115 (39)

Mid LAD 293 (24) 89 (29)

Distal LAD 11 (1) 0 (0)

Proximal LCX 67 (6) 20 (7)

Distal LCX 55 (5) 13 (4)

Proximal RCA 145 (12) 33 (11)

Mid RCA 90 (8) 20 (7)

Distal RCA 34 (3) 7 (2)

Data are shown as mean�SD or n (%). FFR indicates fractional flow reserve; LAD, left
anterior descending artery lesion; LCX, left circumflex artery; RCA, right coronary artery.

Clinical Perspective

What Is New?

• Using clinical and angiographic features based on the
diameter plot, the supervised machine learning model
separated the lesions with fractional flow reserve ≤0.80
versus >0.80 with overall accuracy of 82% (area under the
curve: 0.87) in the test set.

What Are the Clinical Implications?

• Angiography-based machine learning is useful to predict
ischemia-producing lesions by mitigating the visual–func-
tional mismatch between angiography and fractional flow
reserve.

• The data-driven approach may support clinicians in identi-
fying clinically relevant coronary lesions without fractional
flow reserve measurement and in making clinical decisions.
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Acquisition of Angiography
Coronary angiography was performed with 5F to 7F catheters
through a radial or femoral access after the administration of
250 lg of intracoronary nitroglycerine.

FFR Measurement
FFR is defined as the ratio of maximal coronary blood flow in a
diseased artery to the maximal coronary blood flow in the
same artery without stenosis.1–3 “Equalizing” was performed
with a guidewire sensor positioned at the guiding catheter tip.
A 0.014-in FFR pressure guidewire (Radi; St. Jude Medical)
was then advanced distally to the stenosis. The FFR was
measured at the maximum hyperemia induced by an
intravenous infusion of adenosine administered through a
central vein at 140 lg/kg per minute, which was increased to
200 lg/kg per minute to enhance the detection of hemody-
namically relevant stenoses. Hyperemic pressure pullback
recordings were performed. FFR was then obtained as the
ratio of distal coronary artery pressure to normal perfusion
pressure (approximate aortic pressure) during maximal hyper-
emia.1–3 An FFR of 0.80 indicates that the stenotic coronary
artery supplies 80% of the normal maximal flow. A stenosis
was considered functionally significant when the FFR was
0.80 or less than the cutoff.3,4

Angiographic Segmentation and Diameter
Calculation
To clearly show the entire vessel from the ostium to the distal
stream to the lesion, an angiographic projection without
foreshortening or vessel overlap was selected, and a frame at

the end-diastolic phase of a cardiac cycle was used. Within
the region of interest between the ostium and 10 mm distal to
the target lesion, angiographic lumen segmentation was done
using commercial edge-detection software (CAAS-5; Pie-
Medical). By reviewing all segmented images, the erroneous
segmentations were manually corrected. To obtain the lumen
diameters from the ostium to the distal reference, the
centerline of the lumen was extracted. Briefly, we applied
the distance transform on the lumen area and converted the
result into the speed function, which was a real-valued image
in the range of 0 to 1. These values can be interpreted as
speed. The fast marching algorithm was then used to find the
optimal path from the proximal to distal points.16 The
extracted centerline points were smoothed by convolution
with a Gaussian kernel. We linearly sampled the centerline
points with equal spacing. In each centerline point, the
perpendicular direction to the centerline was computed, and
the 2 rays were cast to the opposite direction to find the end
position of the lumen area. The distance between the 2 end
points was recorded as the lumen diameter at the given
centerline points. The lumen dimensions and the distances
between the 2 points on a centerline were calibrated by
multiplying a scale factor that was calculated as the known
caliber (millimeter) of guiding catheter divided by the
pixel distance between the 2 edges of the catheter. The
series of lumen diameters along the centerline were plotted
with median filtering and used for extracting angiographic
features.

Computed Segments
Figure 1 shows the computed segments based on the diameter
plot with median filtering. The ostium (points A and B) is the
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Figure 1. Definition of vessel segmentations on a diameter plot (points A–K). MLD indicates minimal
lumen diameter; ROI, region of interest.
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5-mm segment from the beginning of the region of interest. By
selecting the site of the minimal lumen diameter (MLD), the
worst segment (points F and G) was defined by a lumen
diameter of less than [MLD+0.2 mm]. The proximal plateau
(point D) was the proximally closest point from the MLD, where
the moving standard deviation was�0. The proximal reference
(points C~E) was the segment in which the change in the lumen
diameter was within �0.2 mm from the proximal plateau. The
distal plateau (point I) was the distally closet point from the
MLD, where the moving standard deviation was �0. The distal
reference (points H~J) was the segment in which the change in
the lumen diameter was within �0.2 mm from the distal
plateau. The proximal and distal edges were defined as the

distal end of the proximal reference (point E) and the proximal
end of the distal reference (point H), respectively. The lesion
(points E~H) was the segment between the computed proximal
and distal edges. The proximal (or distal) 5-mm reference was
within the 5-mm segments proximally (or distally) to the lesion,
respectively.

Computational Feature Extraction
The definitions of the 24 computed angiographic features are
summarized in Table 2. By adding the clinical features (age,
sex, body surface area, and the involved segment), a total of
28 features were used in the ML model.

Table 2. Definitions of Computed Angiographic Features

Feature Definition Feature Importance, %*

Maximal lumen diameter, mm Maximal lumen diameter within the ROI (points A~K) 0

MLD, mm Minimal lumen diameter within the ROI (points A~K) 84.0

Proximal lumen diameter, mm Mean lumen diameter between the ostium and the proximal edge (points A~E) 0

Distal lumen diameter, mm Mean lumen diameter between the distal edge and the end of ROI (points H~K) 90.5

Proximal 5-mm RLD, mm Mean lumen diameter within the proximal 5-mm reference 46.0

Distal 5-mm RLD, mm Mean lumen diameter within the distal 5-mm reference 66.0

Averaged RLD, mm Average of proximal and distal 5-mm RLDs 47.5

Lumen diameter within the worst segment, mm Mean lumen diameter within the worst segment (points F and G) 75.5

DS, % [Averaged RLD�MLD]/Averaged RLD9100 60.5

Distance to MLD, mm Distance from the ostium to the MLD (point A~MLD) 14.0

Length of the proximal reference, mm Length of the proximal reference (points C~E) 6.0

Distance to the distal reference, mm Distance from the ostium to the distal reference (points A~J) 4.0

Lesion length, mm Length of the lesion (points E~H) 40.5

Length-D <2.0, mm Total length of the segment with lumen diameter <2.0 mm 82.5

Length-D <1.75, mm Total length of the segment with lumen diameter <1.75 mm 2.5

Length-D <1.5, mm Total length of the segment with lumen diameter <1.5 mm 71.5

Length-D <1.25, mm Total length of the segment with lumen diameter <1.25 mm 68.0

Length-D <1.0, mm Total length of the segment with lumen diameter<1.0 mm 50.5

Length-DS >25, mm Total length of the segment with DS >25% 34.0

Length-DS >50, mm Total length of the segment with DS >50% 35.0

Length-DS >70, mm Total length of the segment with DS >70% 52.0

Longitudinal eccentricity Ratio of the length of point E~MLD to the lesion length 48.0

Proximal slope [Lumen diameter at the proximal edge�MLD]/length of point E~MLD 0

Distal slope [Lumen diameter at the distal edge�MLD]/length of MLD~point H 12.0

Segment Involved segment 100.0

Body surface area Body surface area 96.0

Sex Male or female 70.5

Age Years of age 0

DS indicates diameter stenosis; Length-D, length of the lumen diameter; MLD, minimal lumen diameter; RLD, reference lumen diameter; ROI, region of interest.
*Feature importance was based on a scatter search in 200 cases with the best performance from 10 million trials.

DOI: 10.1161/JAHA.118.011685 Journal of the American Heart Association 4

Angiographic Prediction of Fractional Flow Reserve Cho et al
O
R
IG

IN
A
L
R
E
S
E
A
R
C
H

D
ow

nloaded from
 http://ahajournals.org by on A

ugust 30, 2020



Feature Selection and ML
The devised ML algorithm was implemented by using the
eXtreme Gradient Boosting (XGBoost) library. Data S1
includes the theoretical overviews and technical details of
the integrated ML algorithm based on gradient boosting of a
regression tree.17

Including the aforementioned 28 features, the ML model
was trained for the binary classification of the lesions as those
with FFR ≤0.80 versus >0.80. The receiver operating charac-
teristic curve, which was based on the relative performances
considering the whole range of possible probability thresholds
(from 0 to 1), has an area that ranges from 0.5 for classifiers
without any prediction capability to 1 for perfectly classifying
algorithms. With a 5-fold cross-validation scheme (Figure S1),
the accuracy was calculated by averaging the accuracies over
the 5 tests performed in themultiple rounds of cross-validation.

On the basis of the ML model, feature importance was
assessed by scatter search as a metaheuristic and a global
optimization algorithm in the 200 cases showing the best
performance from 10 million trials. The ML classifiers using
the 12 high-ranking features were applied to an independent
test sample of 297 lesions that were not used in the training
phase.

In the training set, the models were independently trained
on the 2000 train-validation random splits with a 4:1 ratio,
and the averaged performances of the 2000 bootstrap
replicates and the bootstrap CIs were calculated. In the
2000 bootstrap replicates by random sampling of 80% of the
test samples, the averaged performances and bootstrap CIs
were also assessed.

The overall flow of the development of the supervised ML
model is shown in the Figure 2.

Figure 2. Workflow for developing the machine learning model. The 12 high-ranking features selected by scatter search were involved
segment; body surface area; distal lumen diameter; minimal lumen diameter; length of a lumen diameter of <2.0 mm, <1.5 mm, and <1.25
mm; mean lumen diameter within the worst segment; sex; diameter stenosis; distal 5-mm reference lumen diameter; and length of diameter
stenosis >70%. CV indicates cross-validation; FFR, fractional flow reserve.
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Statistical Analysis
The statistical analyses used for evaluating patient and lesion
characteristics at baseline were performed using SPSS (v10.0;
IBM Corp). All values are expressed as mean�SD (continuous
variables) or as counts and percentages (categorical vari-
ables). Continuous variables were compared using unpaired t
tests, and categorical variables were compared using v2

statistics. P<0.05 was considered statistically significant.
Receiver operating characteristic curve analysis was done
using MedCalc software to assess the area under the curve
(AUC) and the best threshold of each angiographic feature to
predict an FFR ≤0.80 with maximal accuracy.

Results

Clinical and Lesion Characteristics

The baseline characteristics of the study patients are
summarized in Table 1. Overall, the target vessel was the
left anterior descending artery (LAD) in 1017 (67.8%) patients,
the left circumflex artery in 155 (10.3%) patients, and the right
coronary artery in 329 (21.9%) patients. The frequency of FFR
≤0.80 was 562 (46.7%) in the training set and 134 (45.1%) in
the test set (P=0.63). No significant differences in the
baseline characteristics were noted between the training and
test sets.

Table 3. Angiographic Prediction of FFR ≤0.80 in the Training Sample (N=1204)

ROC Curve Analysis for Predicting FFR ≤0.80 t test

Cutoff AUC† Sensitivity, % Specificity, % FFR >0.80 FFR ≤0.80 P Value

Maximal lumen diameter, mm <4.09 0.573 72 41 3.93�0.69 3.75�0.63 <0.001

Proximal lumen diameter, mm <4.04 0.551 83 27 3.49�0.79 3.34�0.77 0.001

Distal lumen diameter, mm <2.61 0.648 72 51 2.70�0.61 2.40�0.51 <0.001

Lumen diameter within the worst segment, mm <1.73 0.783 76 68 1.93�0.41 1.54�0.31 <0.001

Length of the proximal reference, mm <2.96 0.557 53 59 4.05�2.85 3.51�2.41 0.001

MLD, mm <1.48 0.778 77 67 1.68�0.40 1.30�0.31 <0.001

Distance to MLD, mm <35.9 0.559 69 42 35.97�22.36 30.85�17.94 <0.001

Length-D <2.0, mm >3.63 0.734 88 50 8.38�11.93 17.56�15.96 <0.001

Length-D <1.75, mm >2.23 0.763 78 65 3.13�6.06 8.81�10.17 <0.001

Length-D <1.5, mm >1.02 0.747 67 77 1.07�2.86 3.96�5.41 <0.001

Length-D <1.25, mm >0.146 0.646 39 90 0.22�1.06 0.96�1.99 <0.001

Length-D <1.0, mm >0 0.555 14 97 0.03�0.32 0.15�0.56 <0.001

Proximal 5-mm RLD, mm <4.08 0.549 84 26 3.50�0.79 3.35�0.77 0.001

Distal 5-mm RLD, mm <2.61 0.647 72 51 2.69�0.60 2.40�0.51 <0.001

Averaged RLD, mm <3.19 0.607 74 44 3.10�0.59 2.87�0.53 <0.001

Lesion length, mm >19.4 0.532 75 31 17.92�4.72 17.38�3.85 0.033

Distance to the distal reference, mm >22.17 0.525 89 18 49.93�26.56 51.42�23.88 0.312

DS, % >54 0.690 54 77 44.8�13.7 53.4�13.1 <0.001

Length-DS >25, mm <3.1 0.529 24 81 5.03�2.74 4.75�2.48 0.056

Length-DS >50, mm >0.14 0.681 60 72 0.65�1.51 2.12�3.15 <0.001

Length-DS >70, mm >0 0.521 5 99 0.01�0.15 0.04�0.23 0.009

Longitudinal eccentricity <0.569 0.539 69 39 0.50�0.97 0.41�0.62 0.050

Proximal slope <0.0035 0.510 66 40 0.0038�0.0041 0.0034�0.0030 0.072

Distal slope <0.0016 0.560 65 47 0.0023�0.0029 0.0019�0.0024 0.010

Age, y <65 0.558 65 46 63.52�9.77 61.71�9.61 0.001

Body surface area >1.68 0.562 70 40 1.72�0.16 1.76�0.16 <0.001

AUC indicates area under the curve; DS, diameter stenosis; FFR, fractional flow reserve; Length-D, length of the lumen diameter; MLD, minimal lumen diameter; ROC, receiver operating
characteristic; RLD, reference lumen diameter.
†Threshold of predictive score.
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Clinical and Computed Angiographic Features
In the training set, FFR ≤0.80 was more frequent in men than
in women (49.7% vs, 36.4%, P<0.001). The lesions with FFR
≤0.80 versus >0.80 were associated with younger patient age
(61.7�9.6 versus 63.5�9.8 years, P=0.001) and larger body
surface area (1.76�0.16 versus 1.72�0.16 m2, P<0.001).
The involved segment was the proximal LAD in 58.2% of the
lesions with FFR ≤0.80 and 28.3% of the lesions with FFR
>0.80 (P<0.001). The frequency of FFR ≤0.80 versus >0.80
was 64.2% in the proximal LAD, 44.4% in the mid-LAD, 36.4%
in the distal LAD, 32.8% in the proximal left circumflex artery,
27.3% in the distal left circumflex artery, 27.6% in the
proximal right coronary artery, 20.0% in the mid–right
coronary artery, and 17.6% in the distal right coronary artery
(Figure S2).

Computed angiographic features were compared between
the lesions with FFR ≤0.80 versus >0.80 (Table 3). The
lesions with FFR ≤0.80 were more likely to be associated with
smaller MLD; higher DS; smaller mean lumen diameter within
the worst segment; a longer segment with a lumen diameter
<2.0 mm, <1.75 mm, <1.5 mm, <1.25 mm, or <1.0 mm; a
longer segment with DS >50% or >70%; shorter distance to
the MLD; and smaller reference lumen diameter. On the
receiver operating characteristic curve analysis, the computed
angiographic DS >54% predicted FFR ≤0.80 with sensitivity of
54% and specificity of 77% (AUC: 0.690). The threshold and
the performance of each feature for predicting FFR ≤0.80 are
presented in Table 3.

Prediction of FFR ≤0.80 by ML
To classify the lesions with FFR ≤0.80 versus >0.80, the
performances of ML using all 28 features are shown in
Table 4 and Figure 3. Based on the ranking of importance
(Table 2), 12 features were selected including segment, body
surface area, distal lumen diameter, MLD, length-D <2.0,
lumen diameter within the worst segment, length-D <1.5, sex,
length-D <1.25, distal 5-mm RLD, DS, and length-DS >70.
Including these 12 high-ranking features, the ML model
predicted FFR ≤0.80 in the test sample with sensitivity of 84%,
specificity of 80%, and overall accuracy of 82% (AUC: 0.87;
Table 4 and Figure 3).

In the test sample, 24 of 148 lesions with FFR ≤0.80
were misclassified as FFR >0.80 by the ML model. Among
them, 13 (54%) lesions were revealed to have a gray zone
of FFR (0.75–0.80). When the 56 lesions with an FFR 0.75
to 0.80 were excluded, the sensitivity and the overall
accuracy were further improved to 88% and 83%, respec-
tively.

External Validation
In the external validation cohort including 79 patients, the age
was 59.6�9.0 years, and 58 (73.4%) were men. FFR ≤0.8 was
seen in 25 (31.6%) lesions. The angiographic DS and MLD
were 48.3�8.0% and 1.64�0.39 mm, respectively. The
performances of the ML models for the prediction of
FFR<0.8 are shown in Table 4.

Table 4. Performances of the ML Model for Predicting FFR ≤0.80

AUC Sensitivity Specificity PPV NPV
Overall
Accuracy

Using all 28 features

Training set (5-fold CV)* 0.84�0.03 0.78�0.04 0.78�0.05 0.77�0.05 0.79�0.05 0.78�0.04

Test set 0.86 0.82 0.79 0.79 0.82 0.80

External validation cohort 0.90 0.72 0.89 0.75 0.87 0.84

Using the 12 selected features

Training set 0.86 0.79 0.80 0.77 0.82 0.79

Test set 0.87 0.84 0.80 0.81 0.84 0.82

External validation cohort 0.87 0.80 0.87 0.74 0.90 0.85

By 2000 bootstrap iterations

Training set† 0.87�0.01
(0.86–0.88)

0.81�0.01
(0.79–0.83)

0.77�0.01
(0.74–0.79)

0.75�0.01
(0.73–0.76)

0.83�0.01
(0.81–0.84)

0.79�0.01
(0.77–0.80)

Test set† 0.87�0.01
(0.86–0.87)

0.84�0.02
(0.81–0.87)

0.77�0.01
(0.75–0.80)

0.78�0.01
(0.76–0.80)

0.83�0.01
(0.81–0.86)

0.81�0.01
(0.79–0.82)

AUC indicates area under curve; CV, cross-validation; FFR, fractional flow reserve; ML, machine learning; NPV, negative predictive value; PPV, positive predictive value.
*Mean�SD with 5-fold CV.
†Averaged performances of 2000 bootstrap replicates as mean�SD, (bootstrap CIs).
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Discussion

Themain findings of this study are as follows. First, for the binary
classification of the intermediate lesions as FFR ≤0.80 versus
>0.80, the 12 high-ranking features were segment, body surface
area, distal lumen diameter,MLD, length-D<2.0, lumen diameter
within the worst segment, length-D <1.5, sex, length-D <1.25,
distal 5-mm RLD, DS, and length-DS >70. Second, the MLmodel
using the selected 12 features predicted the lesions with FFR
≤0.80 with an overall accuracy of 82% (AUC: 0.87) in the test set.

Previous studies have provided insights into higher risk
populations that can obtain clinical benefits from an approach
incorporating ischemia-guided revascularization.18,19 The
FAME (Fractional Flow Reserve versus Angiography for Mul-
tivessel Evaluation) trial demonstrated that FFR-guided (versus
angiography-guided) percutaneous coronary intervention in
multivessel disease significantly reduced the rates of 1-year

major adverse cardiac events.4 In the FAME 2 trial evaluating
the lesions with FFR ≤0.80, medical therapy alone (versus FFR-
guided percutaneous coronary intervention) remarkably
increased clinical events.5 Although the routine estimation of
FFR is recommended as part of treatment decision making, the
procedural time and expense and the risk of complications
remain concerns. The International Survey on Interventional
Strategy suggested that 71% of decisions were based solely on
angiographic appearance, which was discordant in 47% com-
pared with a known FFR, using 0.80 as the cutoff. The
dominance in clinicians’ decisions by visual estimation indi-
cates a worrisome discrepancy between current guidelines and
daily practice. The positive predictive value of the angiographic
DS criterion has been <50%, which may lead to a high rate of
unnecessary percutaneous coronary intervention.7

Although coronary angiography has been the gold standard
for assessing coronary lesion severity, its role in treatment
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Figure 3. Performance of the machine learning model for classifying lesions as having FFR ≤0.80 vs >0.80. Receiver operating characteristic
curves (ROCs) in the training set with 5-fold cross-validation using all 28 features (A), in the test set using all 28 features (B), in the training set
using the selected 12 features (C), and in the test set using the selected 12 features (D). AUC indicates area under the curve; FFR, fractional flow
reserve.
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decision making is limited because of poor diagnostic
accuracy (60–65%) for predicting FFR ≤0.80.5–8 A reason for
the visual–functional mismatch is that myocardial ischemia is
determined by many attributes including the variable size of
the supplied myocardium, the degree of stenosis, local
geometry, collateral distribution, and other clinical character-
istics.8 In addition, quantitative coronary angiographic mea-
surements such as DS and MLD are obtained at only a single
point and thus rarely reflect the nature of the entire vessel.

Several approaches for an FFR approximation using angiog-
raphy-based models have recently been introduced.10–12 The
DILEMMA score, including an estimate of coronary blood flow,
has discriminated FFR ≤0.80 from >0.80 lesions with overall
diagnostic accuracy of �72%. Moreover, a virtual functional
assessment index and a quantitative flow ratio based on
computational fluid dynamics have shown overall accuracy of
80–86% in predicting FFR ≤0.80. Those approaches require a 3-
dimensional reconstruction of at least 2 angiographic projec-
tions without foreshortening or overlapping vessels and the
subsequent computational analyses.

As part of an ongoing effort to develop an angiography-based
model for hemodynamic assessment, we applied the integrated
ML algorithm based on gradient boosting of a regression tree.
Using clinical parameters and computed angiographic features
derived from a single projection image, the ML model showed
sensitivity of 84% and specificity of 80% to predict FFR ≤0.80
(AUC: 0.87). Moreover, the averaged accuracy was 81�1%
(averaged AUC: 0.87�0.01) in the 2000 bootstrap replicates in
the test set. The sensitivity was further improved to �88% by
the exclusion of the lesions with a gray zone of FFR 0.75–0.80.
By efficiently integrating both morphologic and physiologic
information, this approach extends the role of angiography in
decision making for the management of intermediate coronary
stenosis. Furthermore, the data-driven ML model would con-
tinue to learn from new data to make even better predictions.

Our current study findings have provided further clues as to
how the clinical and angiographic features of a coronary stenosis
affect the FFR value. The high-ranking features were primarily
involved with the size of subtended myocardial territories
(proximal LAD segment, larger body surface area, and male
sex) and stenosis severity (MLD, DS, and the length of luminal
narrowing). The distal RLD positively correlated with the FFR,
indicating that the RLD was more likely to reveal the presence of
diffuse disease in the reference segment rather than to reflect
the vessel size. Although the ranking of the features is specific to
the fitted model, the approach suggests that the best perfor-
mance of these featureswarrants consideration in futuremodels.

Limitations
With the exclusion of significant left main disease, side
branch, and diffuse and tandem lesions, the ML model cannot

be generally applied. In addition, this binary classifier cannot
provide a numerical hemodynamic index for incremental risk
stratification. Using a single angiographic projection, the
uncertainly about the eccentricity of luminal stenosis is
another limitation. In addition, foreshortening of the coronary
centerline because of vascular curvature might affect the
length of the stenotic segment; this needs to be further
validated by combining 3-dimensional computed tomography
angiography. Although our developed model was validated in
the independent test samples and in the 2000 bootstrap
replicates, the possibility of overfitting cannot be completely
excluded. Thus, the performance and the clinical impact of
this approach should be further proved by an external
validation study with a large cohort. A prospective randomized
study for evaluating clinical outcomes following ML- and FFR-
guided diagnostic strategies is also needed. Nonangiographic
clinical risk factors such as diabetes mellitus, hyperlipidemia,
and smoking were not included in the model. Finally,
prespecified angiographic features were used for ML, but an
image-based deep learning strategy using large data sets is
warranted for achieving optimal diagnostic performance.

Conclusion
The angiography-based ML model shows good diagnostic
performance for identifying ischemia-producing lesions
and may reduce future need for pressure wires and risk
of procedural complications. This approach potentially pro-
motes the utilization of physiologically guided decision
making.
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Data S1. 

 

Supplemental Methods and Results 

eXtreme Gradient Boosting (XGBoost) 

XGBoost is a highly effective scalable machine learning system for tree boosting. This 

transforms several weak classifiers into a strong classifier for a better performance 

through an iterative computation of weak classifiers. The scalability of XGBoost is due 

to several important systems and algorithmic optimizations including a novel tree 

learning algorithm, a theoretically justified weighted quantile sketch procedure and 

parallel and distributed computing (1,2). Tree boosting, an effective ensemble learning 

algorithm, can transform several weak classifiers into a strong classifier for better 

performance. 

Let 𝐷 = {(𝑥𝑖, 𝑦𝑖)}(|𝐷| = 𝑛, 𝑥𝑖  ∈ ℝ𝑚, 𝑦𝑖 ∈ ℝ𝑛)  represents a database with 𝑛 

examples and 𝑚 features. A tree boosting model output �̂�𝑖 with K trees is defined as 

follows: 

ŷi = ∑ 𝑓𝑘(𝑥𝑖),𝑓𝑘

𝐾

𝑘=1

∈ F [1]  

 

where 𝐹 = {𝑓(𝑥) = 𝜔𝑞(𝑥)}(𝑞: ℝ𝑚 → 𝑇, 𝜔 ∈ ℝ𝑇)   is the space of regression or 

classification trees (also known as CART). Each 𝑓𝑘divides a tree into structure part 𝑞 

and leaf weights part ω. Here 𝑇 denotes the number of leaves in the tree. The set of 

function 𝑓𝑘 in the tree model can be learned by minimizing the following objective 

function:  
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𝑂 = ∑ 𝑙(�̂�𝑖, 𝑦𝑖)

𝑖

+ ∑ Ω(𝑓𝑘)

𝑘

 [2] 

 

The first term 𝑙 in Eq. [2] is a training loss function which measures the distance 

between the prediction �̂�𝑖 and the object 𝑦𝑖. The second term Ω in Eq. [2] represents 

the penalty term of the tree model complexity. Tree boosting model whose objective 

function is Eq. [2] cannot be optimized through traditional optimization methods in 

Euclidean space. Gradient Tree Boosting is an improved version of tree boosting by 

training tree model in an additive manner, which means the prediction of the t-th 

iteration �̂�(𝑡) = �̂�(𝑡−1) + 𝑓𝑡(𝑥). The objective function in t-th iteration is changed as: 

𝑂(𝑡) = ∑ 𝑙 (𝑦𝑖, �̂�𝑖
(𝑡−1)

+  𝑓𝑡(𝑥𝑖)) + Ω(𝑓𝑡)

𝑛

𝑖=1

 [3] 

 

XGBoost approximates Eq. [3] by utilizing the second order Taylor expansion and the 

final objective function at step t can be rewritten as: 

𝑂(𝑡) ≃ �̃�(𝑡) = ∑ [𝑙(𝑦𝑖, �̂�𝑖
(𝑡−1)

) + 𝑔𝑖𝑓𝑡(𝑥𝑖) +
1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖)] + Ω(𝑓𝑡)

𝑛

𝑖=1

 [4] 

 

where 𝑔𝑖 and ℎ𝑖 are first and second order gradient statistics on the loss function, and 

Ω(𝑓) = 𝛾𝑇 +
1

2
𝜆‖𝜔‖2  in XGBoost.  

Denote 𝐼𝑗 = {𝑖|𝑞(𝑥𝑖) = 𝑗} as the instance set of leaf 𝑗, after removing the constant 

terms and expanding Ω, Eq. [4] can be simplified as: 

�̃�(𝑡) = ∑ [(∑ 𝑔𝑖

𝑖∈𝐼𝑗

) 𝜔𝑗 +
1

2
(∑ ℎ𝑖

𝑖∈𝐼𝑗

+ 𝜆) 𝜔𝑗
2] +

𝑇

𝑗=1

𝛾𝑇 [5] 
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The solution weight 𝜔𝑗
∗  of leaf j for a fixed tree structure q(𝑥) can be obtained by 

applying the following equation: 

𝜔𝑗
∗ = −

∑𝑖∈𝐼𝑗
𝑔𝑖

∑𝑖∈𝐼𝑗
ℎ𝑖 + 𝜆

 [6] 

 

After substituting 𝜔𝑗
∗ into Eq. [5], there exists: 

�̃�(𝑞) = −
1

2
∑

(∑𝑖∈𝐼𝑗
𝑔𝑖)

2

∑𝑖∈𝐼𝑗
ℎ𝑖 + 𝜆

𝑇

𝑗=1

+  𝛾𝑇 [7] 

 

Define Eq. [7] as a scoring function to evaluate the tree structure q(𝑥)  and find the 

optimal tree structures for classification. However, it is impossible to search the whole 

possible tree structures q  in practice. A greedy algorithm starts from a single leaf, and 

iteratively adds branches to grow the tree structure. Whether adding a split to the 

existing tree structure can be decided by the following function (1,2): 

 

𝑂𝑠𝑝𝑙𝑖𝑡 =
1

2
[

(∑𝑖∈𝐼𝐿
𝑔𝑖)

2

∑𝑖∈𝐼𝐿
ℎ𝑖 + 𝜆

+
(∑𝑖∈𝐼𝑅

𝑔𝑖)
2

∑𝑖∈𝐼𝑅
ℎ𝑖 + 𝜆

−
(∑𝑖∈I𝑔𝑖)2

∑𝑖∈Iℎ𝑖 + 𝜆
] − 𝛾 [8] 

 

Where 𝐼𝐿 and 𝐼𝑅 are the instance sets of left and right nodes after the split and 𝐼 =

𝐼𝐿 ∪ 𝐼𝑅. XGBoost is a fast implementation of GB algorithm, which has the advantages 

of fast speed and high accuracy. 

 

5-fold cross validation tests. The 5-fold cross validation scheme divided the training 
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sample into non-overlapped five partitions (Online Figure 1). Each partition was rotated 

to be the test set and the rests are used as training data. The accuracy was calculated by 

averaging the accuracies over five tests. To reduce variability, multiple rounds of cross-

validation were performed and averaged. 
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Figure S1. 5-fold cross validation. 
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Figure S2. Frequency of FFR<0.80 according to the involved segment. 
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